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ABSTRACT:A soft sensor is developed using Gaussian Process Regression. A data set of excess air and carbon 
dioxide in a boiler is plotted. Using the changes in the amount of excess air, the amount of carbon dioxide is predicted 
using the available data set. Accurate predictions require optimized value of the squared exponential kernel, which is 
used in the Gaussian Process model. Optimal value for the squared exponential kernel is found out to make accurate 
predictions. The optimized values are then put into the Gaussian Process Regression model and the 
regression/prediction is found out of the amount of carbon dioxide for the required value of excess air. 
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I.INTRODUCTION 

Soft sensor or virtual sensor is a common name for softwarethat is used to process and analyze several measurements 
together.Soft sensors can deal with measurements numbering in the dozens or the hundreds. Interactions of multiple 
signals can be used to calculate quantities relevant to the process which need not be measured separately[8][10]. This 
combination of different measurements is known as data fusion, and can be implemented in soft sensors. They can be 
useful for fault diagnosis and can even output a control signal[1][9]. 
 
In this paper,Gaussian Process Regression is used to develop asoft sensor for measuring the carbon dioxide in the 
exhaust of a boiler. It is a mathematical model applied in a ladder logic or a computer program to obtain the required 
result. The amount of carbon dioxide depends upon the excess air provided for the combustion process. As the excess 
air increases, the carbon dioxide in the exhaust decreases[12]. The relationship between the excess air and CO2 is given 
in the following topics. 
 

II.MODELLING OF THE GAUSSIAN PROCESS FOR REGRESSION 
 

Gaussian Process Regression is used for the development of the soft sensor for the measurement of carbon 
monoxide.Gaussian processes (GPs) extend multivariate Gaussian distributions to infinite dimensionality. Formally, a 
GP generates data located throughout some domain such that any finite subset of the range follows a multivariate 
Gaussian distribution[11]. Now the n observations in an arbitrary data set, y={y1,y2….yn} can always be imagined as 
single point sampled from some multivariate (n-variate) Gaussian distribution[6]. Hence, working backwards, this data 
set can be partnered with a GP. Frequently, the mean of the GP is assumedto be zero everywhere. What relates one 
observation to another in such cases is the covariance function, k(x, x’). A popular choice of the covariance 
function/kernel is the ‘squared exponential’[2][7] 
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….1 
The ‘h’ in equation 1 is the smoothing parameter σ in equation 2[3]. 

….2 
 

The purpose of calculating ‘h’ using equation 3 is to find out the optimal value for the squared exponential kernel. 
Optimized value of ‘h’ gives rise to accurate prediction/ regression. 
Sometimes the data are noisy from measurement errors and so on. Each observation y can be thought of as related to 
the underlying function f(x) through a Gaussian noise model[2]. 
 

....3 
 

For simplicity, it is assumed that the measurements of excess air content are accurate. Hence the noise term can be 
eliminated from the regression calculations. 
So now given n observations y, our objective is to predict y*, not the actual f*. To prepare for Gaussian Process 
Regression, we calculate the covariance function (equation 1) for all possible combinations of the following points 
summarizing our findings in three matrices[2]. 

 

 
 

In order to perform regression, the assumption is that our data can be represented as a sample from a multivariate 
Gaussian distribution, we have that 
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Where T indicates the transpose of a matrix. We want the conditional probability P(y*y), meaning given the data, how 
likely is a certain prediction for y*[2]. The probability follows a Gaussian distribution as given in equation 4 
 

…4 
 

Our best estimate for y* is the mean of this distribution given by equation 5 
 

….5 
 

And the uncertainty of our estimate is captured in its variance given by equation 6 
 

….6 
 
Here,   K is an n*n matrix; 
 y is a 1*n matrix; 
 x is an n*1 matrix 
 and x* and y* are scalar quantities 
 

III.OBSERVATIONS AND RESULTS 
 

Fig. 1 shows the graph of Excess Air vs Carbon Dioxide. This relationship is for when fuel oil is used as a fuel in the 
combustion process of a boiler. Seven observations of excess air were taken, the corresponding change in the amount of 
CO2 in the exhaust of the boiler was measured and the graph of excess air vs CO2 was plotted as shown below. The 
assumption made here is that no other parameter affects the amount of CO2 present in the exhaust of the boiler except 
the quantity of excess air. 

Here,   x= [10 20 30 40 50 70 90];  

 x*= 45; 

 h=26.10; ….(from equation 2) 

 y= [14 

       13 

       12.1 

       11 

       10.1 

       9.2 

       8.4]; 

 The value of Y* at X* is found out using the Gaussian Process Regression Model. 
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Fig. 1: X-axis: Excess Air and Y-axis: CO2% 

 
Using the squared exponential function at equation 1, the values of k(x, x’) were calculated as follows 

 
[ 1.0000  0.920  0.740  0.51  0.31  0.071  0.0091 
 0.9200  1.000  0.920  0.74  0.51  0.160  0.0270 
 0.7400  0.920  1.000  0.92  0.74  0.310  0.0071 
 0.5100  0.740  0.920  1.00  0.92  0.510  0.1600 
 0.3100  0.510  0.740  0.92  1.00  0.740  0.3100 
 0.0710  0.160  0.310  0.51  0.74  1.000  0.7400 

 0.0091  0.027  0.071  0.16  0.31  0.740  1.0000 ]. 
 
 
In order to calculate the value of y*, the inverse of the above matrix was calculated. The inverse is, i.e. K-1, is as shown 
below[4] 
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[ 16.611    -26.431    5.941     14.724   -10.573    1.007     0.697 
-26.037    54.091   -27.893   -16.284    16.745    0.943    -4.309 
  4.763   -25.049    40.507   -29.680    12.975   -9.164     7.853 

 16.888   -25.208   -18.618    70.548   -55.532    19.553   -7.883 
-12.888    27.844   -3.500    -47.003    48.755   -18.770    5.687 
  2.916   -8.337     4.803     11.822   -18.023    11.250   -4.465 
 -0.651    2.130    -1.667    -3.052     5.831    -5.019     3.355 ] 

 
From equation 5, the best estimate or the mean for y* was calculated. The value of the best estimate or the mean is 
10.518 [4]. From the graph, it can be seen that the result is pretty accurate.  
 
The covariance is -0.003. When the greater values of one variable mainly correspond to the lesser values of the other, 
i.e., the variables tend to show opposite behaviour, the covariance is negative. And if both the variables show similar 
behaviour, then the covariance is positive. 
 

IV.FUTURE PROSPECTS 
 

Gaussian Process Regression is a universal model which means that it can be used for any applications containing a 
normally distributed data set. In boilers alone, a lot of sensors are used unnecessarily to measure various parameters 
like CO2, carbon monoxide, NOx-SOX, steam temperature, stack temperature etc. Many of these parameters are 
interdependent i.e. if one parameter varies, then so does the other. This interdependency of the parameters can be used 
to develop various soft sensors which have the potential to overcome the drawbacks of a physical sensor. The model 
developed in this paper is very simple and easy to apply in various applications and the cost of its development is 
minimal.  

VI.CONCLUSION 
As seen from the results, a highly efficient and accurate soft sensor has been developed to measure the amount of 
carbon dioxide in the exhaust of a boiler. A Gaussian Process model has been used for regression.Matrix calculations 
were done using an online matrix calculator and the prediction results were found out. 
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