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ABSTRACT: Recognizing who a person is, looking at their face, is a trivial task for most humans. However, this 
ordinary day-to-day activity is something that is very challenging for those who are visually or cognitively impaired. In 
recent days, machines have become as good as or better than humans in tasks like face recognition, speech recognition, 
etc., owing to the increase in the amount of data and processing power. This project hopes to leverage these recent 
developments and develop a system which automatically recognizes faces and helps a visually or cognitively impaired 
person identify whom they are talking to or what they are looking at. Existing systems require expensive smart glasses 
which have limited processing capability and are not energy efficient. Users have reported that their glasses get heated 
up which might have health impacts due to smart glasses proximity to the face. The plan is to integrate a head-mounted 
camera in an optical glass along with microphones and speakers. ; the camera is turned on to capture the image only 
upon receiving a voice command from the user to recognize faces  and offloads the computation to nearby devices like 
smart phones or laptops. This methodology does not heat up the glasses and are inexpensive.This approach is also 
energy efficient. Initially the system will be designed as a prototype in pc/mobile phone and later will be deployed with 
optical glasses for efficient use. 
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I. INTRODUCTION 

 
Of the 37 million people around the world who are visually impaired, about 15.0 million are found in India. India has 
now the largest number of visually impaired persons. Identifying objects and persons is a very difficult task for visually 
impaired. So, the aim is to develop a smart system which aids the visually impaired. It helps them in the basic and 
regular activities of their life. The smart system uses the first-person vision enabled by smart glasses which is a 
wearable device. The system detects and recognizes known faces and translates the information into speech and 
conveys to the visually impaired. The system is trained with known faces and objects to enable such detections. 

 
II. PROPOSED WORK 

 
The prototype consists of an optical glass with head-mounted camera that captures images and offloads the 
computation to the database. The database is built using Microsoft Azure API and consists of details of all known 
persons to the visually impaired. Based on the computations, the database performs facial recognition and 
identification. If it is a face which already exists in the database, then the person’s name and face features will be 
returned. If it is an unknown face, then it returns that the person is unknown to the visually impaired. With the help of 
identification information obtained from the unknown person, he/she can be added to the database. The Text to Speech 
API converts the input text into human-sounding custom speech and returned as an audio file. 
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III. KEY FEATURES OF THE SYSTEM 
 

1. To provide a wearable device as an assistance for the visually impaired. 
2. To help the visually impaired easily recognise known faces.                                                             
3. To help them navigate through obstacles. 
4. To give knowledge to the visually impaired about the surroundings. 
5. To bridge the gap between visually impaired persons and normal persons. 

IV. SYSTEM SETUP 

 
The visually impaired person wears an optical glass mounted with wireless camera and microphones. When a person 
comes in front of the visually impaired and speaks, the user gives voice command to the system and it turns on the 
camera. Once the camera is turned on, it captures the image of the person. The captured image is sent for facial 
recognition by checking it in the offline and the trained database. If the captured image is similar to any of the images 
in the offline database, it performs facial recognition and identification. It then converts the text format details of the 
person into speech format through Text to Speech conversion API and returns a human soundable audio file to the user 
through speakers. 
 
A. BLOCK DIAGRAM  

 

 
                                                                        Fig.1 Architecture Diagram  
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B. METHODOLOGY 

The methodologies that are adopted for AJNA – A Smart assistance for the visually and cognitively impaired are listed 
below. 
 

 
1. CREATING DATABASE (PERSONGROUP): 
 
The first step is to build the database which consists of all the persons details the visually impaired person is familiar to. 
We make use of the Microsoft Azure Cognitive Services for this purpose. A new person group with person GroupId, 
name, and optional user-provided user Data is created. The person group consists of the data, including face images and 
face recognition features of the uploaded persons. The person's face, image, and userData will be stored on server 
until Person Group Person - Delete or PersonGroup - Delete is called. 1,000-person groups can be created where each 
holds up to 1,000 persons.  
 

2.  ADDING FACES TO PERSONS IN THE DATABASE: 
 
Initially, a face image is added to a person belonging to a person group for face identification or verification. A 
persistedFaceId is returned which represents the added face. Instead of the actual face image, the extracted face features 
will be stored on server until the person group is deleted. 

1) A person in a person group can hold up to 248 faces. 

2) The supported formats are JPEG, PNG, GIF and BMP and allowed image file size varies from 1KB to 6MB. 

3) Sequential processing is carried out for adding or deleting faces to or from a same person and parallel processing for 
adding or deleting faces to or from different person. 

                                                   

                                                            Fig.2 Adding faces to persons in the database. 
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3. TRAIN THE DATABASE: 

A person group is submitted for training. To perform Face-Identify training the person group is significant which is an 
asynchronous task.The number of person entries and their faces in a person group will determine the time taken to 
complete the training process which could be several seconds to minutes. The training status can also be checked. 

4. FACE DETECTION AND IDENTIFICATION: 
 
In each image the human face is detected, and face rectangles are returned along with faceIds, landmarks, and 
attributes. faceId, landmarks, and attributes including age, gender, emotion, are returned which are optional. faceId will 
be used in Face - Identify. The supported formats are JPEG, PNG, GIF, and BMP and the allowed image file size varies 
from 1KB to 6MB.64 faces can be returned for an image. 

5. TEXT TO SPEECH CONVERSION: 

The Text to Speech (TTS) API converts the text into a speech that is understandable by the user (also called speech 
synthesis). HTTP POST requests are sent from the application to the Speech service to generate speech. The input text 
is converted into human- sounding custom speech and returned as an audio file. Many voices and languages are 
supported by the service. There are more than 75 voices which supports 45 and more languages. To use these standard 
"voice fonts", you only need to specify the voice name with a few other parameters when you call the service's REST 
API. 

                                 
                                                                     Fig.3 Text to speech conversion 

 

6. SMART GLASSES AND THE USER INTERFACE: 

The first-person vision enabled by smart glasses to capture scenes in front of a visually impaired person. However, 
keeping the camera on all the time will be energy consuming. Thus, we propose to turn on the camera on prompt from 
the user. For example, if the user asks a question to the smart system: Is there anyone in front of me? Another way is to 
capture the scene periodically such as once in two seconds. It is required to emulate a smart glass by connecting a 
wireless camera mounted on an optical glass to either a smart phone or a nearby laptop. The captured image from the 
smart glass is processed to recognize objects or faces. The result is converted to speech and sent to the headphones 
connected wirelessly which is then conveyed to the visually impaired user. 

                                                      V. MODULES WITH WORKING PRINCIPLES 

 
The modules of the system are as follows: 

A. SPEECH RECOGNITION MODULE: 
 
When a person appears in front of the visually impaired and speaks , the microphone detects the voice . On recognition 
of the voice it commands the system to turn on the camera. 
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                                                                              Fig.4 Speech recognition  
 

B. IMAGE CAPTURING MODULE: 
  

Once the camera gets turned on, it captures the image of the person standing in front of the visually impaired. Then the 
captured image is offloaded to the database for performing facial recognition. 
                     

                                                                        
                                                                             
                                                                              Fig.5 Image Capturing. 
 
 
C. FACIAL RECOGNITION MODULE: 

 

If the captured image is similar to the image in the offline database(known persons to the visually impaired ) , then it 
returns the identity of that person. Otherwise, it returns the facial features of   the unknown person and asks if the user 
wants to add that person to the existing database.  
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                                                                              Fig.6 Facial Recognition. 
 

D. TEXT TO SPEECH CONVERSION MODULE: 
  

The output (text) which is returned is converted to a human soundable custom speech. The output in speech format is 
returned to the visually impaired as an audio file through speakers.  

 
 
 

                                                                         
 
                                                                           Fig.7 Text to speech conversion 
 

E. OFFLINE DATABASE: 
 

The image of the persons already known to the visually impaired is stored in an offline database separately. The public 
URL of the database is specified in the code for face recognition. 
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                                                                  Fig.8 Offline Database 

 

VI. RESULT AND CONCLUSION 
 

Thus, this system provides smart assistance to the visually impaired in an efficient manner. The wearable device which 
is designed as a prototype is inexpensive and energy efficient which satisfies the primary aim of the system. It also 
helps the visually impaired navigate through obstacles and gives knowledge about the surroundings. Thus, this 
prototype bridges the gap between the visually impaired persons  and normal persons by making the interaction more 
easier. 
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