
 

ISSN (Print)  : 2320 – 3765 

 ISSN (Online): 2278 – 8875 

International Journal of Advanced Research in  Electrical, 

Electronics and Instrumentation Engineering 

(An ISO 3297: 2007 Certified Organization) 

Vol. 5, Issue 4, April 2016 

Copyright to IJAREEIE                                                    DOI:10.15662/IJAREEIE.2016.0503183                                                 3448          

Handwritten Sentence Recognition Using 

Independent Component Analysis (ICA)  
 

Beena K 

Lecturer (Electronics), Maharajas Technological Institute, Thrissur, Kerala, India 

 

ABSTRACT: Handwriting is one of the most important means of daily communication. Although the problem of 

handwriting recognition has been considered for many years there are still many open issues, especially in the task of 

unconstrained handwritten sentence recognition. This article focuses on the automatic system that recognizes 

continuous English sentence based on ICA. The input provided is an image of some text, and the system produces, as 

output, an ASCII transcription of the input. This task involves a number of processing steps, some of which are quite 

difficult. Typically, preprocessing, segmentation, feature extraction, classification, and post processing operations are 

required. 
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I. INTRODUCTION 

The Handwriting recognition refers to the identification of written characters. Handwriting recognition has become an 

acute research area in recent years for the ease of access of computer applications. Numerous approaches have been 

proposed for character recognition and considerable successes have been reported [1]. Traditional handwritten 

character recognition techniques enable a computer to receive and interpret intelligible handwritten input from sources 

such as papers, documents, touch-screens or pictures. During the last years, many popular studies and applications 

merged for bank check processing, mailed envelops reading, and handwritten text recognition in documents and videos 

[2]. Until now, it is still a difficult task for a machine to recognize human handwritings with significant accuracy, 

especially under variable circumstances such as variations in writings, variable sizes, and different patterns for different 

people etc.  

English comprises of 26 basic alphabets which are simple to write and recognize but becomes very complex when they 

are handwritten. The work presented in this article is an effort towards the recognition of offline handwritten English 

sentence recognition by using an Independent component analysis (ICA) based feature extraction.  

Independent component analysis (ICA) is a method for finding underlying factors or components from multivariate 

(multi-dimensional) statistical data. What distinguishes ICA from other methods is that it looks for components that are 

both statistically independant, and non Gaussian. ICA is important because of its potential applications in signal and 

image processing. The goal of ICA is to separate independent source signals from the observed signals, which is 

assumed to be the linear mixtures of independent source components. The mathematical model of ICA is formulated by 

mixture processing and an explicit decomposition processing. ICA decomposition enables to separate reflections, 

shadows and specularities from natural scene texts [3]. 

This work will help in better interface between human beings and computers and also facilitate the progress of the 

expansion of such systems for recognition of handwritten texts of other languages. 

II. ENGLISH WRITTEN CHARACTERISTICS 

Modern English (1500 A D to the present): Modern English developed after William Caxton established his printing 

press at Westminster Abbey in 1476. Johann Gutenberg invented the printing press in Germany around 1450, but 

Caxton set up England's first press. The Bible and some valuable manuscripts were printed. The invention of the 

printing press made books available to more people. The books became cheaper and more people learned to read. 

Printing also brought standardization to English. Since around the 9th century, English has been written in the Latin 

script, which replaced Anglo-Saxon runes. The modern English alphabet contains 26 letters of the Latin script. Early 

Modern English and Late Modern English vary essentially in vocabulary. Late Modern English has many more words, 
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arising from the Industrial Revolution and the technology that created a need for new words as well as international 

development of the language [4]. 

III. METHODOLOGY 

Handwritten sentence recognition involves 5 major steps 

1) Preprocessing; 2) Segmentation; 3) Feature Extraction; 4) Classification; 5) Post processing. 

 

3.1 Preprocessing: The preprocessing stage is a collection of operations that apply successive transformations on an 

image. It takes in a raw image and enhances it by reducing noise and distortion, and hence simplifies segmentation, 

feature extraction, and consequently recognition. Preprocessing operations are usually specialized image processing 

operations that transform the image into another with reduced noise and variation. Those operations include 

binarization, filtering and smoothing, thinning, alignment, normalization, and baseline detection. Ideally, preprocessing 

should remove all variations and detail from a text image that are meaningless to the recognition method. 

 

3.2 Segmentation: The segmentation stage takes in a page image and separates the different logical parts, like text from 

graphics, lines of a paragraph, and characters (or parts thereof) of a word. After the preprocessing stage, most Optical 

Character Recognition (OCR) systems isolate the individual characters before recognizing them. Segmenting a page of 

text can be broken down into two levels: page decomposition and word segmentation, When working with pages that 

contain different object types like graphics, headings, mathematical formulas, and text blocks, page decomposition 

separates the different page elements, producing text blocks, lines, and sub-words. While page decomposition might 

identify sets of logical components of a page, word segmentation separates the characters of a sub-word. 

 

3.3 Feature Extraction: The feature extraction stage analyzes a text segment and selects a set of features that can be 

used to uniquely identify the text segment. These features are extracted and passed in a form suitable for the 

recognition phase. Feature extraction is used to extract relevant features for recognition of characters based on these 

features. First features are computed and extracted and then most relevant features are selected to construct feature 

vector which is used eventually for recognition. The computation of features is based on structural, statistical, 

directional, moment, transformation like approaches. Feature extraction is extracting information from raw data which 

is most relevant for classification purpose and that minimizes the variations within a class and maximizes the variations 

between classes [5]. Selection of a feature extraction method is probably the single most important factor in achieving 

high recognition performance in character recognition systems. Different feature extraction methods are designed for 

different representations of the characters, such as solid binary characters, character contours, thinned (skeletons 

sentence) or gray-level sub images of each individual character. On feature extraction stage each character is 

represented by a feature vector, which becomes its identity [6]. The major goal of feature extraction is to extract a set of 

features, which maximizes the recognition rate with the least amount of confusion. The captured picture is normalized 

and thinned, it’s distinct features are extracted using Independent Component Analysis (ICA). 

 

3.3.1 Independent Component Analysis (ICA): ICA is the unsupervised computational and statistical method for 

discovering intrinsic hidden factors in the data. ICA exploits higher-order statistical dependencies among data and 

discovers a generative model for the observed multi dimesional data. In the ICA model, observed data variables are 

assumed to be linear mixtures of some unknown independent sources (independent components). A mixing system is 

also assumed to be unknown. Independent components are assumed to be non gaussian and mutually statistically 

independent. The purpose of ICA is to estimate both the mixing matrix H and the sources (independant components) s 

using sets of observed vectors x. The ICA model for the set of N patterns x, represented as columns in matrix X, can be 

given as X = HS,where S = [s1, s2, ·  ·  ·  , sN] is the m × N matrix which columns correspond to independent component 

vectors si = [s1, s2, ·  ·  ·  , sm]
T
 discovered from the observation vector xi. Once the mixing matrix H has been 

estimated, we can compute its inverse B = H
−1

, and then the independent component for the observation vector x can be 

computed by s = Bx. The extracted independent components si are as independent as possible. 

3.3.1.1 ICA Preprocessing: ICA is preceded by preprocessing, including centering and whitening.Centering of x is the 

process of subtracting its mean vector μ = E{x} from x: x = x − E{x}.The second preprocessing step in ICA is 
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decorrelating (and possibly dimensionality reducing), called whitening. In whitening the sensor signal vector x is 

transformed using formula y = Wx.The purpose of whitening is to transform the observed vector x linearly so that we 

obtain a new vector y (which is white) which elements are uncorrelated and their variances are equal to unity. 

Whitening allows also dimensionality reduction, by projecting of x onto first l eigenvectors of the covariance matrix of 

x. Whitening is usually realized using the eigen-value decomposition (EVD) of the covariance matrix E{xx
T
 }  R

n×n 
of 

observed vector x . Rxx = E{xx
T
 } = Ex x

1/2
x

1/2
Ex

T 
Here, Ex  Rn×n is the orthogonal matrix of eigenvectors of Rxx 

= E{xxT } and is the diagonal matrix of its eigenvalues  x = diag(ʎ1, ʎ2,.......... ʎn) with positive eigenvalues  ʎ1≥ ¸ ʎ 

2≥........... ʎ n≥ 0. The whitening matrix can be computed as W= x 
-1/2 

Ex
T 

and consequently the whitening operation can 

be realized using formula y = x 
-1/2 

Ex
T
 x =Wx. Recalling that x = Hs, we can find from the above equation that y = x 

-

1/2 
Ex

T
 Hs = Hws. We can see that whitening transforms the original mixing matrix H into a new one, Hw = x 

-1/2 
ExH. 

Whitening makes it possible to reduce the dimensionality of the whitened vector, by projecting observed vector into 

first l (l ·  n) eigenvectors corresponding to first l eigenvalues ʎ1, ʎ2, ·  ·  ·  , ʎl of the covariance matrix Ex. Then, the 

resulting dimension of the matrix W is l×n, and there is reduction of the size of observed transformed vector y from n 

to l. Output vector of whitening process can be considered as an input to ICA algorithm. The whitened observation 

vector y is an input to unmixing (separation) operation s = By, where B is an original unmixing matrix. An 

approximation (reconstruction) of the original observed vector x can be computed as ˜x = Bs, where B =Ww
−1 

3.3.1.2 ICA Algorithm: ICA rotates the whitened matrix back to the original space. It performs the rotation by 

minimizing the Gaussianity of the data projected on both axis [7]. 

 3.3.2 Image Representation: Training set of M images of size NxN are represented by vector of size N
2
. Feature vector 

of a image is stored in a NxN matrix. Those two dimensional vector is changed to one dimensional vector. Each image 

is represented by the vector Γi. 

Mean Image: It is calculated by Ψ= (1/M each image differs from the average by ϕi = Γi-Ψ called mean 
centered image. 

3.3.3 Covariance Matrix: A covariance matrix is constructed as C= AA
T
 where A=[ϕ1,ϕ2......................ϕM ] of size N

2
xN

2 
. In 

statistics C captures the correlation between all possible pairs of measurements for which the diagonal and off diagonal 

terms are called the variance and covariance respectively. The correlation value reflects the noise and redundancy in the 

measured data. Eigen vectors corresponding to AA
T
 can easily be calculated with reduced dimensionality where AXi is 

the Eigen vector and ʎi is the Eigen value. 

3.3.4 Eigen Space: The Eigen vectors of the covariance matrix resemble the input image but look ghostly called Eigen 

face.
 
Eigen vectors correspond to each Eigen face and discard the faces for which Eigen values are zero thus reducing 

the Eigen space to an extent. A face image can be projected into the face space by ωi = Ui (Γi-Ψ); i=1, 2, ..............M, 
where Ui is the i

th
 Eigen face. The weight is obtained as above form a vector,Ωi =[ω1,ω2, ....................ωM]. 

Testing Sample Classification: Read the test image and separate the character from it. Calculate the feature vector of the 

test face. The test image is transformed into its Eigen vector components. First we compare the line of our image with 

mean image and multiply their difference with each Eigen vectors. Each value would represent a weight and would 

save on a vector Ωtest.Ωtest  = Utest(Γtest – Ψ)      Ωtest  = [ω1,ω2, ....................ωM]. Compute the average distance (Euclidean 

distance) between test feature vector and all the training feature vectors. Mathematically recognition is finding the 

minimum Euclidean distance εM =  test-Ωi)
2
 where i=1,2, ...................M. The Euclidean distance between two 

weight vectors thus provides a measurement of similarity between the corresponding images. The class with minimum 

Euclidean distance shows similarity to test image. 
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All methods for handwritten character, word or sentence recognition need to be trained. As a rule of thumb, the larger 

the training set, the better is the recognition performance of the system. This empirical finding has been confirmed in a 

number of experiments [8, 9, 10]. 

3.4 Classification: The Classification in an OCR system is the main decision making stage in which the features 

extracted from a pattern are compared to those of the model set. Based on the features, classification attempts to 

identify the pattern as a member of a certain class. When classifying a pattern, classification often produces a set of 

hypothesized solutions instead of generating a unique solution. The (subsequent) post-processing stage uses higher 

level information to select the correct solution. When input image is presented to HCR system, its features are extracted 

and given as an input to the trained classifier. Classifiers compare the input feature with stored pattern and find out the 

best matching class for input. Euclidean distance between two vectors of size N is given by: ED 

=  , Euclidean distance between two dimensional images can be given by: ED =  

 

 

3.5 Post Processing: The post-processing stage, which is the final stage, improves recognition by refining the decisions 

taken by the previous stage and recognizes words by using context. It is ultimately responsible for outputting the best 

solution and is often implemented as a set of techniques that rely on character frequencies, lexicons, and other context 

information.  The most common post-processing operations are spell checking and correction. Spell checking can be as 

simple as looking up words in a lexicon. 

 

 

IV. SOFTWARE TOOL 

4.1 MATLAB: MATLAB is the high-level language and interactive environment used by millions of engineers and 

scientists worldwide. It lets the user to explore and visualize ideas and collaborate across disciplines including signal 

and image processing, communications, control systems, and computational finance.  MATLAB 

allows matrix manipulations, plotting of functions and data, implementation of algorithms, creation of user interfaces, 

and interfacing with programs written in other languages, including C, C++, Java, Fortran and Python.  

4.2 Graphical User Interface Development Environment (Guide): MATLAB’s Graphical User Interface Development 

Environment provides a rich set of tools for incorporating GUIs in M functions. The resulting graphical M function is 

composed of two identically named files, A file with extension .fig called FIG file contains a complete graphical 

description of all the functions of GUI objects and their spatial arrangements. A file with extension .m called a GUI M 

file contains the code that controls the GUI operation. This file include functions that are called when the GUI is 

launched and excited and call back functions that are executed when a user interacts with GUI objects eg. pushing a 

button. 

 

 

 

 

 

 

 

 

https://en.wikipedia.org/wiki/Matrix_(mathematics)
https://en.wikipedia.org/wiki/Function_(mathematics)
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V. BLOCK DIAGRAM OF PROPOSED METHODOLOGY 

IMAGE ACQUISITION
PREP ROCESSING

CHARACTER SEPARATION

FEATURE EXTRACTION 

(INDEPENDENT 

COMPONENT ANALYSIS)

TEMPLATE  MATCHING

(CLASSIFICATION)
SPACE INSERTION AND TEXT 

IDENTIFICATION

LINE CROPPING

LETTER CROPPING

AND SPACE ESTIMATION

 

VI. CONCLUSION 

The focus of attention in handwriting recognition has been shifting from isolated character recognition to more 

complex tasks, such as recognition of words and unconstrained text. It can be expected that a significant percentage of 

future systems for cursive handwriting recognition will be personal systems serving a single user. Such systems will 

perform best when they are trained with data provided by the future user. However it can be quite cumbersome for an 

individual to provide a sufficiently large body of handwritten samples to train a system [11]. Natural language 

processing techniques, and machine translation [12] are very promising to improve the recognition performance of 

today’s handwriting recognition procedures. In addition they would naturally lead to tools for content based search and 

retrieval in the context of archives of handwritten texts. The ultimate goal of handwriting recognition is to have 

machines which can read any text with the same recognition accuracy as humans but at a faster rate [13]. Sentence 

recognition is important in a number of future applications, for example, the transcription of personal notes, faxes, and 

letters, or the electronic conversion of historical handwritten archives in the context of the creation of digital libraries 

[14]. 
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