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ABSTRACT: Autonomous navigation of a robot in an unknown environment is still a challenge for engineers. This 

paper deals with a simple method for detecting obstacles in a robot’s way and stairs in multi-storey buildings. As there 

may be low light conditions, a structured light-based approach was chosen. 

 
A mathematical model was developed to describe the formation of traces of structured light in images. Various 

scenarios of a robot’s position in relation to stairs were simulated. It was established that light source traces depend on 

the position and distance of the camera from the light source. Computer simulation revealed characteristic changes of 

light source patterns in images. It was proved that a cross-form pattern of is attractive for obstacle detection and object 

recognition. 

 

KEYWORDS: autonomous  mobile robot, climbing robot, machine vision, obstacles detection, stair detection 

I.INTRODUCTION 

One application for robots is to use their ability to move around places  that present great danger to humans. An 

example is the use of a robot in a building in a state of emergency. A robot in such a building is in an unknown 

environment and needs to autonomously navigate within it. If the building has a number of floors the robot must find 

the staircase and use it to climb to other floors. 

 

An autonomous mobile robot (AMR) must be supplied with sensors for environment sensing and object recognition. 

Computer vision is a way to provide flexible, lightweight and accurate sensors, which are very suitable for robots. In 

this paper was investigated possibility to detect stairs and AMR position respect to stairs using computer vision with 

active lighting by a laser. An optical system attached to the laser forms cross-hair pattern, which ensures more stable 

detection of stairs despite of lighting conditions. 

 

The paper is organised as follows. In section II we analyse related work. In section III, we present a mathematical 

model of the sensor. Results of simulation using the model are presented in section IV.  In section V, we compare 

results of simulation against physical experiments. Section VI concludes the paper. 

II.RELATED WORK 

We can divide computer vision-based sensors into passive and active. The main feature that separates active from 

passive sensors is that the former have a light source to brighten the field in front of their cameras. 

 

A typical passive sensor algorithm contains edge detection as pre-processing before feature extraction for object 

recognition. Edge detection in the case of a staircase image recovers a structure of parallel horizontal lines [1],[2]. The 

process of implementation could be summarized into three stages [3]. In the first stage, straight lines are detected [4]. 

The best group of parallel lines or concurrent lines is then extracted [5]. Stage three differs in how the lines are used 

[2]. 
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Progress in object recognition by computer vision was triggered by the invention of the AdaBoost algorithm with Haar 

features [6], which was initially applied for face recognition. Afterwards, it was also applied to detect other kinds of  

objects [7].  Maohai et al [3] proposed the use of AdaBoost for staircase recognition. 

 

Other features for object recognition from a single camera image were proposed. Lowe introduced the SIFT descriptor 

[8]. Later faster SURF evaluating features were proposed [9]. Dalal and Triggs [10] introduced the Histogram of 

Oriented Gradient (HOG) descriptor, which with trained SVM could be used for recognition of various objects. 

Recognition algorithms could benefit from colour information [11]. 

However, image acquisition by camera is followed by scene depth loss. Three-dimensional data increase the reliability 

of object recognition. The reliability of computer vision 3D algorithms lies in the success of detecting corresponding 

points in two or more images. SIFT or SURF features are scale or rotation invariable, hence they are suitable features 

for 3D vision. Stair detection works can be broadly classified into two types: one combines both image brightness 

information and range data [12-14], the other uses range information [15]. How to find range data is described in 

[16],[17]. In most algorithms plane segmentation from range data is used. Extracting planar regions from range data is 

a well-studied problem [18], for which a “V-disparity” approach was proposed [19]. 

 

The company PrimeSense developed a sensor using structured light, which has become the basis for Microsoft Kinect 

and Asus Xtion sensors. Their primary role is human gesture recognition. Because of their low cost they have become 

popular in the researcher community as budget devices for object-tracking applications [20]. Research has been done 

on detecting a stairway using a Kinect sensor [21]. 

 

A simplified version is to use a line form laser beam. This method for detecting obstacles was investigated by Csaba et 

al [22] and Oßwald et al [23],[24]. Labecki et al [25] proposed a system with a vertical strip form laser source for stair 

climbing. 

 

The current research is an extension of structured light-based approaches. 

III. MATHEMATICAL MODEL 

A laser with an attached optic (later we call it a light emitter) emits rays that have a specific distribution of their 

propagation directions forming a small dot, a line, a cross or a grid. For further simulation we shall choose a cross 

(intersection of two perpendicular lines) as a simple form but also a sufficiently informative one. Below we present a 

mathematical model that describes the formation of a light source trace on 3D objects and an image in a pinhole 

camera. First we will model traces of light on the 3D objects and afterwards we project the traces onto an image sensor 

of a pinhole camera. 

 

Let a light emitter centre be at point r0 with coordinates x0, y0, and z0. A ray propagation in space could be described by 

a system of equations using parameter t: 
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where kx, ky and kz are components of a unit length vector k, which describes the direction of the ray. The components 

of the vector satisfy the equation: 

1222  zyx kkk
 

(2) 

The ray point on a 3D object is determined as the intersection of the ray direction line with the surface of the object. Let 

us assume that the surface of the object is bounded by planes parallel to the main coordinate system's planes'. The 

camera axis orientation is close to the direction of the Y axis. We will describe the bounds of the plane surface by 

inequalities: 

RL xxx 
, (3) 

FC yyy 
, (4) 
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TB zzz 
, (5) 

where xL stands for left X, xR - right X, yC - closer Y, yF - farther Y, zB - bottom Z, zT - top Z coordinates.  

If the ray from the emitter strikes the vertical plane parallel to the XZ axis, then we can write an equation for parameter 

tA: 

, (6) 

 

where yt is the Y coordinate of the trace point, and tA is parameter t for ray A. Equation (6) gives parameter tA: 
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Substitution of (7) to (1) gives: 
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(8) 

We can describe a structured light source as emitting a stream of N rays, where every indexed ray i (i=1,2,...N) has its 

own propagation orientation k(i). Then (8) can be written as: 
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(9) 

The easiest way to describe a cross form is to describe its points on two perpendicular lines, one of which is vertical 

and the other horizontal, and both are perpendicular to axis Y of the coordinate system. Such directions of rays could be 

called primary directions. Other light source orientations are simulated applying a rotation operator for every direction. 

Initially it is impossible to predict a single plane of the planes bounding an object which would be stroked by trace. Our 

proposed algorithm calculates the intersection with all possible planes and bounding conditions (3)-(5) are checked. 

Finally, for every ray only one point is left, whose distance to the camera is smallest.  

 

The obtained cloud of points in the 3D scene are projected to the pinhole camera using perspective projection. 

 

IV.RESULTS OF SIMULATION 

 

The described model was implemented using MathWorks Inc MATLAB
®
. The model helped us to obtain images of a 

cross-hair laser beam trace (we will call it an optical marker or OM for short) on the scene where a robot with a 

structured light sensor moves. One of the goals of the simulation was to find the best disposition of a camera and a light 

emitter on the robot. 

 

A trivial disposition is obtained when a light emitter sits in the central line of a camera view. In this case the camera 

always acquires an image of a cross with two perpendicular lines despite the obstacles. Therefore the centre of the light 

emitter must be shifted from the centre of the camera. 

 

First we describe the results when the centres of the camera and light emitter are at the same height but are shifted in a 

horizontal direction perpendicular to the direction of sight. Also, optical axes of the camera and light emitter are 

parallel (their angular coordinates are equal). 

 

Ayt tkyy  0
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One example of a simulated trace of OM on a flat surface is shown in Figure 1. It reveals that lines in an image are not 

perpendicular when there is a shift between the camera and laser centres. An angle between lines depends on the 

distance of the laser from the camera. This dependence is shown in Figure 2. When the displacement of camera and 

light emitter centres is small the angle between cross lines is close to 90 degrees. It decreases approximately linearly 

with an increase in the distance between the camera and the emitter. When the displacement exceeds 20 cm, the angle 

decrease becomes slower. 

 

Fig. 1 Simulated trace of structured light (cross) on flat surface when distance between camera and laser is 20 cm, and 

camera and emitter are oriented by 10 degrees down 

We can split the optical marker form from Figure 1, which was obtained on a flat surface, into four sections, OA, OB, 

OC and OD, with a common point O.  

 

Fig. 2 Angle between lines of the cross versus distance between camera and laser, when camera and emitter are 

oriented by 10 degrees down 

The next simulated situation is when a robot with an attached system is approaching a wall (plane in front of robot is 

bent up by 90 degrees). The image of the simulation is shown in Fig. 3. The simulation was done when a camera and an 

emitter were oriented by 10 degrees down. When the distance from the system to the wall reduces, the OM from the 

floor climbs up the wall. The vertical line of the OM (its OB section) in the image becomes broken. The part of the OB 

section that projects on the wall  becomes vertical in the image. The coordinates of the point, in which the direction of 

the OB section changes, are cues for triangulation to calculate a distance from the AMR to the wall. 
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Fig. 3 Results of simulation when a wall is in front of a system 

More detailed views of simulation results of cross image versus robot distance from wall are shown in Figure 4. There 

images shown are acquired by a camera, when the distances from the wall are 3.0, 2.5, 2.0 and 1.5 metres. When the 

robot moves toward a wall and the horizontal OM line (line AC) projects on the wall, AC in the image starts to move 

down (Y coordinate in image increases). 

 

 

Fig. 4 Results of simulation when a wall is in front of a system. Traces shown when system is at distances of 3.0, 2.5, 

2.0 and 1.5 meters from the wall 

A model of stairs used in a computer simulation is shown in Fig. 5. Simulated OM images on ascending stairs are 

shown in Figs. 6–8. In the case of Fig. 6, the AMR is in front of the stairs (β = 180°). This is the desired orientation 

before the AMR starts to climb. In Fig. 7, the AMR orientation relative to the stairs is 160°. The comparison of OM 

forms in the figures reveals that this orientation could be tracked by angle φ, whose dependence versus orientation is 

plotted in Fig. 9. In Fig. 8, AMR orientation is close to parallel to the stairs (β = 100°). In this case the OM form 

changes more drastically. 
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Fig. 5 Model of stairs used for computer simulation. Solid arcs show angle of AMR position relative to stairs (β) 

 

 

Fig. 6 Computer modelling of OM form on stairs when β = 180° (ascending stairs)  

 

Fig. 7 Computer modelling of OM shape on ascending stairs when β = 160°  
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Fig. 8 Computer modelling of OM shape on ascending stairs when β = 100°  

 

Fig. 9 Dependence of angle between the OM sections OA and OB versus AMR orientation to ascending stairs 

 

Computer simulation results for descending stairs are shown in Figs. 10–13. Summarizing the computer simulation for 

both types of stairs (ascending and descending), when the AMR is on the left, we can conclude that OM sections OC 

and OD remain unchanged because due to the selected AMR and stairs layout, OM does not strike the stairs. In the case 

of AMR localization on the right, the unchanged sections would be OA and OD (because of symmetry). In all cases the 

OB section transforms to a polygonal line. When there is a straight angle between the AMR and the stairs construction, 

transformation occurs only in section OB, which becomes split into parts with different numbers of pixels. Interruptions 

between intervals indicate that OM strikes planes at different heights. 

 

Evaluation of stair parameters can increase evidence of the presence of stairs in front of the AMR. Most expected stair 

run length e intervals are from 20 cm to 36 cm and riser height h intervals from 12 cm to 20 cm.  
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Fig. 10 Simulated OM form on the stairs when β = 180 ° (descending stairs) 

 

Fig. 11 Simulated OM form on the stairs when β = 160° (descending stairs) 

 

 

Fig. 12 Simulated OM form on the stairs when β = 100° (descending stairs) 
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Fig. 13 Dependence of angle between the OM sections OA and OB versus AMR orientation to descending stairs 

 

Orientation of the AMR relative to stairs can be obtained from the dependence of angle φ versus AMR orientation to 

stairs (see Fig. 9).  

V.RESULTS OF PHYSICAL EXPERIMENT 

A physical experiment on the AMR supplied with OM was carried out on the constructed staircase with dimensions in 

accordance with the typical stair data. The experimental images are shown in Fig. 14 (ascending stairs). A comparison 

of the computer simulation and physical experiment is presented in Table 1. The measured dimension dependence on 

AMR orientation is shown in Fig. 15. 

 

  
a)   b) 

 
c) 
 

Fig. 14 OM form on the ascending stairs when the distance between the laser and OM centre is 100 cm and angle β: a) 

180°, b) 160°, c) 100°. 

Image analysis revealed that a riser height h can be evaluated with reasonable accuracy when the AMR orientation 

angle with respect to the axis directed to stairs is greater than 95°. For the evaluation we need to know the distance 

from the AMR to the OM centre O and the length of the first part of the broken section OB in the image expressed in 

pixels. When the angle of AMR orientation is less than 95°, section OB of OM does not fall on stairs and it remains 

straight. In this case section OA is broken, and riser height h can be found using Pythagoras’ theorem. Stair depth e can 

be evaluated using the distance from the AMR to the OM centre O and the length of the second part (counting from the 

centre O) of the polygonal line OB evaluated in pixels. When the AMR is rotating the mentioned part of the polygonal 

line becomes longer. Its length is evaluated according to the AO section rotation by angle φ. A more complex algorithm 

is needed when the angle is less than 140. It is impossible to find the end of the second part of OB, therefore the length 

is undefined. On the other hand, now section OA is transformed to a polygonal line. We recognize that a stair is in 
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image by a disposition of two planes by distance h.  

 
TABLE I. COMPARISON OF SIMULATED AND MEASURED VALUES FOR ASCENDING STAIRS 
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1. 180 0 0 0 30.8 17.3 

2. 170 7 6.8 0.2 30.8 17.4 

3. 160 14 13.2 0.8 30.8 17.6 

4. 150 21 20.1 0.9 30.9 17.7 

5. 140 27 26.2 0.8 30.9 17.7 

6. 130 30 30.9 0.9 32.3 17.7 

7. 120 34 33.2 0.8 33.5 17.8 

8. 110 37 36.6 0.4 34.6 17.8 

9. 100 40 39.1 0.9 38.7 17.8 

 

 

Fig. 15 Ascending stair measured dimension dependence versus the orientation of the AMR when the distance between 

the laser and the OM centre is 100 cm 

 

  
a)   b) 

.  
c) 

Fig. 16. OM form on the descending stairs when the distance between the laser and OM centre is 100 cm and angle β: 

a) 180°, b) 160°, c) 100° 

 

Image analysis of the physical experiment data revealed that riser height h could be accurately evaluated when the 

AMR orientation was in the range [100° 180°] in respect of stairs. Stair depth e could be evaluated in the range [115° 

180°]. The presence of stairs in the visual field of the AMR camera is confirmed by interruptions of sections OA or 
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OB. They show that horizontal planes are at different heights. OM analysis is done only in the first sections from the 

centre O because only their lengths could be measured accurately. The results of stair dimension measurement for 

descending stairs are presented in Table 2.  The dimension dependence on AMR orientation is shown in Fig. 17. 

 

Fig. 17 Descending stair dimension dependence versus the orientation of the AMR when the distance between the laser 

and OM centre is 100 cm 

 
TABLE II. COMPARISON OF SIMULATED AND MEASURED VALUES FOR DESCENDING STAIRS 
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Angle Length 
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1. 180 12 10.6 1.4 31.7 18.3 

2. 170 14 12.8 1.2 31.6 18.3 

3. 160 16 14.8 1.2 31.4 18.4 

4. 150 19 17.6 1.4 31.4 18.4 

5. 140 23 21.4 1.6 31.5 18.5 

6. 130 27 25.9 1.1 31.4 18.4 

7. 120 33 31.2 1.8 31.6 18.5 

8. 110 39 37.6 1.4 32.5 18.6 

9. 100 51 49.5 1.5 36.8 21.7 

VI.CONCLUSION 

The results of simulation revealed that a structured light pattern in a cross-hair form can help to detect obstacles in a 

robot’s way and also the stairs for climbing. Shifting a light emitter in both horizontal and vertical directions in relation 

to camera position creates richer features images for recognition of obstacles or stairs. The developed method enables 

evaluation of distance to stairs, depth of stair and height of riser. Relative errors for ascending stairs are smaller (2.8% 

for e, 1.9% for h) than for descending stairs (5.0% for e, 2.3% for h).  
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