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ABSTRACT: In conventional methods for text-independent speaker recognition, Gaussian mixture model (GMM) is 

known for its effectiveness and scalability in modeling the spectral distribution of speech. A GMM-super vector 

characterizes a speaker’s voice by the GMM parameters such as the mean vectors, covariance matrices and mixture 

weights. Besides the first-order statistics, it is generally believed that speaker’s cues are partly conveyed by the second-

order statistics. In conventional speaker recognition methods based on Mel-frequency cepstral coefficients (MFCCs), 

phase information has been ignored. In this paper, we propose a phase information extraction method that normalizes 

the change variation in the phase according to the frame position of the input speech and combines the phase 

information with MFCCs. Along with phase information we measure Bhattacharyya-based GMM-distance between 

two GMM distributions. 

 

KEYWORDS:  Gaussian Mixture Models (GMM), Mel-frequency cepstral coefficients (MFCCs), speaker recognition, 

Bhattacharya distance 

 

1. INTRODUCTION 

            

           Speaker recognition can be classified into identification and verification. Speaker identification is the process of 

determining which registered speaker provides a given utterance. Speaker verification, on the other hand, is the process 

of accepting or rejecting the identity claim of a speaker. The system that we will describe is classified as text-

independent speaker identification system since its task is to identify the person who speaks regardless of what is 

saying. Speaker recognition systems can be characterized as text-dependent or text independent. Speaker recognition 

system [1] may be considered to consist of four stages.  variation of the human ear’s critical bandwidth with suitable 

frame size and shift for the feature extraction.          

 

            This project encompasses the implementation of a speaker recognition program in MATLAB. Speech analysis 

involves analyzing the speech signal using frequency. MFCC has two types of filter which are spaced linearly at low 

frequency below 1000 Hz and logarithmic spacing above 1000Hz. A subjective pitch is present on Mel Frequency 

Scale to capture important characteristic of phonetic in speech. The overall process of the MFCC is shown in Fig.1 
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Fig.1 MFCC BLOCK DIAGRAM 

 

in III, overview of MIMO System in Section IV, Section V gives the importance of Channel estimation and Sphere 

decoding algorithm, design and implementation using FPGA and results in the subsequent sections.  

 

II. CHALLENGES IN WIRELESS COMMUNICATION 

 

         One of  the performance degrading effect arises from multipath that exists between wireless transmitter and 

receiver. Multipath refers to the presence of multiple copies of a transmitted signal at the receiver end due to the 

presence of multiple radio channel between them. These multiple copies arise due to reflections from various 

interacting objects present. Adverse effects of multipath and its level is manifested in several forms  in communications 

receivers and it depends on the path difference relative to the wavelength of propagation, the of path difference relative 

to the signaling rate, and the relative speed between the transmitter and receiver. Multipath from interacting objects that 

are spaced very close together will cause a random change in the amplitude of the received signal. signals arriving at 

the receiver along different paths can result in increase in signal strength or reduce it. This gives rise to fading that 

depends on the wavelength of transmitted signal , known as frequency-selective fading. When there is relative change 

They include: speech analysis, feature extraction, speaker modeling and speaker testing [2]. Feature extraction involves 

extracting speaker-specific features from the speech signal at reduced data rate. The extracted features are further 

combined using modeling techniques to generate speaker models. The speaker models are then tested using the features 

extracted from the test speech signal. The improvement in the performance can be achieved by employing new or 

improved techniques in one or more of these stages. A Universal Background Model (UBM) [7] is a model used in a 

biometric verification system to represent general, person independent feature characteristics to be compared against a 

model of person-specific feature characteristics when making an accept or reject decision. In a speaker verification 

system, the UBM is a speaker-independent Gaussian Mixture Model (GMM) trained with speech samples from a large 

set of speakers to represent general speech characteristics. 

 

III. FEATURE EXTRACTION 

 

               It is possible to extract number of features from audio samples, including both spectral and non-spectral 

features but in this project the speaker’s voice is characterized exclusively through spectral features. The selected 

acoustic spectral feature set should reflect the unique characteristics of the speaker. For this purpose we use the 

magnitude component of the short-time Fourier transform (STFT) as a basis. Most of today’s automatic speech 

recognition (ASR) systems are based on some type of Mel-frequency cepstral coefficients (MFCCs)[5-6], which have 

proven to be effective and robust under various conditions. The extraction of the best parametric representation of 

acoustic signals is an important task to produce a better recognition performance. MFCC is based on human hearing 

perceptions which cannot perceive frequencies over 1kHz. In other words, in MFCC is based on known  

where 

N = number of samples in each frame 

The output after  windowing is given in Equation 3 

                            

                           Y[k] = X[k] . W[k]                            (3) 
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Y[k] = Output signal 

X[k] = input signal 

W[k] = Hamming window function 

 

 C. Fast Fourier Transform 

             This process is to convert each frame of N samples from time domain into frequency domain. For each frame 

of signal (e.g., N=256) the Fast Fourier Transform (FFT) is performed to obtain its spectrum. This statement is 

supported by the Equation 4  

 

               X(w) = FFT[ x[n] ]                                        (4) 

 

where 

X(w) = output signal in frequency domain 

x[n] = input signal after windowing function 

 

D. Mel Filter Bank Processing 

           The frequencies range in FFT spectrum is very                                        

                       

A. Pre–emphasis 

            In this step processes signal is passed through a filter which emphasizes higher frequencies. This process will 

increase the energy of signal at higher frequency.  The expression of pre-emphasis filter is given in Equation 1. 

 

             Y[n] = X[n] – a X[n-1]                               (1) 

 

where 

X[n] is the input speech signal 

Y[n] is the pre-emphasized output signal 

Let consider a = 0.95, which make 95% of any one sample is presumed to originate from previous sample.  

  

B. Framing and Windowing 

            The process of segmenting the speech samples obtained from analog to digital conversion (ADC) into a small 

frame with the length within the range of 20 to 40 msec. The voice signal is divided into frames of N samples. Adjacent 

frames are being separated by M [3]. Typical values used are M = 100 and N= 256 (M < N). 

           Hamming window is used as window shape by considering the next block in feature extraction processing chain 

and integrates all the closest frequency lines. The Hamming window expression is given in Equation 2  

 

w(n) = 0.54 – 0.46 cos( 2πn/(N-1))  0< n < N-1           (2) 

 

 

Mel Frequency Cepstrum Coefficient. The set of coefficient is called acoustic vectors. Therefore, each input utterance 

is transformed into a sequence of acoustic vector. The expression for DCT is given in Equation 6. 

 

Xk =            k=0,1….N-1                (6) 

 

F. Delta Energy and Delta Spectrum 

         The voice signal and the frames changes, such as the slope of a formant at its transitions. The energy in a frame 

for a signal X in a window from time sample t1 to time sample t2, is represented by the Equation 7  

             

             Energy = Σ X
2
(t)                                              (7) 
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III. GAUSSIAN MIXTURE MODELS (GMM) 

                 

              A Gaussian Mixture Model (GMM)[4] is a parametric probability density function represented as a weighted 

sum of Gaussian component densities. GMMs are commonly used as a parametric model of the probability distribution 

of continuous measurements or features in a biometric system, such as vocal-tract related spectral features in a speaker 

recognition system. GMM parameters are estimated from training data using the iterative Expectation-Maximization 

(EM) algorithm or Maximum A Posteriori (MAP) estimation from a well-trained prior model. 

 

A Gaussian mixture model is a weighted sum of M component Gaussian densities as given by the Equation 8wide and 

voice signal does not follow the linear scale. The bank of filters according to Mel scale as shown in Fig.2  

 
Fig. 2 MEL SCALE FILTER BANK 

 

            Fig.2 shows a set of triangular filters that are used to compute a weighted sum of filter spectral components so 

that the output of process approximates to a Mel scale. Each filter’s magnitude frequency response is triangular in 

shape and equal to unity at the centre frequency and decrease linearly to zero at centre frequency of two adjacent filters. 

Then, each filter output is the sum of its filtered spectral components. After that the Equation 5 is used to compute the 

Mel for given frequency f in Hz. 

    

F[Mel] = [ 2595 * log 10[1+f ] 700 ]                (5) 

 

E. Discrete Cosine Transform 

          This is the process to convert the log Mel spectrum into time domain using Discrete Cosine Transform (DCT). 

The result of the conversion is called be shared, or tied, among the Gaussian components, such as having a common 

covariance matrix for all components, The choice of model configuration (number of components, full or diagonal 

covariance matrices, and parameter tying) is often determined by the amount of data available for estimating the GMM 

parameters and how the GMM is used in a particular biometric application [4]. 

 

A. Maximum Likelihood Parameter Estimation 

             Given training vectors and a GMM configuration, we wish to estimate the parameters of the GMM, λ, which in 

some sense best matches the distribution of the training feature vectors. There are several techniques available for 

estimating the parameters of a GMM. By far the most popular and well-established method is maximum likelihood 

(ML) estimation. The aim of ML estimation is to find the model parameters which maximize the likelihood of the 

GMM given the training data. For a sequence of T training vectors X = {x1, . . . , xT }, the GMM likelihood, can be 

written as in Equation 11. 

 

                        P(X|λ) = (xt|λ)            (11) 

 

This expression is a non-linear function of the parameters λ and direct maximization is not possible. However, ML 

parameter estimates can be obtained iteratively using a special case of the expectation-maximization (EM) algorithm. 

 

B. Expectation-Maximization (EM) Algorithm 

The basic idea of the EM[4] algorithm is, beginning with an initial model λ, to estimate a new model λ’, such that p(X| 

λ’)  p(X|λ). The new model then becomes the 
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                                      (8) 

 

where x is a D-dimensional continuous-valued data vector, 

i are the mixture weights, and  i = 1,2,.............M, are the component Gaussian densities. Each component 

density is a D-variate Gaussian function of the form given in Equation 9 

  

 = exp { -1/2(x- )’ 
-1 

(x- )}        (9) 

 

where μi is the mean vector and  is the covariance matrix. The mixture weights satisfy the constraint that . 

The complete Gaussian mixture model is parameterized by the mean vectors, covariance matrices and mixture weights 

from all component densities. These parameters are collectively represented by the notation given in Equation 10 

 

λ = {ωi, µi, Σi} i = 1,2,3.........M.                            (10) 

 

            The covariance matrices , can be full rank or constrained to be diagonal. Additionally, parameters can 

              P(i|xt, λ) =                         (15)  

 

C. Speaker Identification 

               The identification system is a straight forward maximum likelihood classifier. For a group of speakers 

S={1,2,…S} represented by models λ1,λ2,...λS, the objective is to find the speaker model which has the maximum 

posterior probability for the input feature vector sequence X ={x1,x2,….xT}.The minimum error Baye’s rule for this 

problem is 

        

        Ŝ = arg (λs/X)                                  

 

           = arg  Pr(λs)                         (16) 

Assuming equal prior probabilities between Pr(λs) and p(X) are constant for all speakers and can be ignored in the 

maximum. So the decision rule becomes 

 

Ŝ = arg                           (17) 

 

A block diagram of speaker identification system is shown in Fig.3. 

 
 

Fig. 3 SPEAKER IDENTIFICATION SYSTEM 

 

initial model for the next iteration and the process is repeated until some convergence threshold is reached. The initial 

model is typically derived by using some form of binary VQ estimation. On each EM iteration, the following re-

estimation formulas are used which guarantee a monotonic increase in the model’s likelihood value, 

 

Mixture Weights 
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                         = (i|xt, λ)              (12) 

 

Mean 

      µi =    (13) 

 

Covariance 

   Σi =   (14) 

The a posteriori probability for component i is given by Equation 15 

 

Applying Baye’s rule and discarding the constant prior probabilities, the likelihood ratio in the log domain becomes  

 

Λ(x) = log p(X| λc) – log p(X|λĉ)                               (19) 

 

The term  p(X| λc) is the likelihood of utterances given it is from the claimed speaker and p(X|λĉ) is the likelihood of 

utterances given it is not from the claimed speaker The ratio is compared with the threshold θ and the claimed speaker 

is accepted if Λ(x) > θ and rejected if Λ(x) < θ. The block diagram of speaker verification system is shown in Fig.4. 

 
 

Fig.4 SPEAKER VERIFICATION SYSTEM 

 

IV. PROPOSED SYSTEM 

 

A. Phase Information 

               The short-term spectrum S(ω,t) for the ith frame of a signal is obtained by the DFT of an input speech signal 

S(ω,t) sequence is given in Equation 20. 

      

        S(ω,t)   =  X(ω,t) + jY(ω,t) 

                    

                     = √( X
2
(ω,t) + Y

2
(ω,t))  × e

j
 
θ(ω,t)             

  (20) 

 

For conventional MFCCs, the power spectrum X
2
(ω,t) + Y

2
(ω,t) is used, but the phase information θ(ω,t) is ignored. In 

this project, phase θ(ω,t)  is also extracted as one of the feature parameter set for speaker recognition 

C. Speaker Verification 

         It requires only a binary decision but the verification task is more difficult than the identification task. The system 

must decide whether the input voice came from the claimed speaker, with a well defined model, or not from the 

claimed speaker, which is ill defined. For a given utterance X and a claimed identity the choice is between H0 and H1. 

H0: X is from the claimed speaker. 

H1: X is not from the claimed speaker. 

          The general approach used in the speaker verification system is to apply a likelihood ratio test to an input 

utterance to determine if the claimed identity is accepted or rejected. For a utterance X ={x1,x2,…xT} and a claimed 

speaker identity with corresponding model λc, the likelihood ratio is  
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 =       (18) 

 

sampling sequence for a cyclic function, where sample per period Lw = fs/f = 2π/ωfs on radian frequency ω and fs 

sampling frequency. The phase of s1,s2,s3,…sLw and the phase of s1,s2,s3,……sLw, sLw+1 are different from each other [9]. 

The difference of phase on the radian frequency ω is 2π/ Lw. To overcome the influence of the phase response with 

respect to frame position, phases with the basis radian frequency ωb for all frames is converted to a constant, and the 

phase with the other frequency is estimated relative to this. Without loss of generality, setting the phase with the basis 

radian frequency θ(ωb,t) to 0, the expression is given in Equation 21. 

 

S’(ωb,t) = √( X
2
(ωb,t) + Y

2
(ωb,t))  × e

j
 
θ(ωb,t)

 × e
j
 
(-θ(ωb,t))

        (21) 

 

The difference between the un-normalized wrapped phase θ(ωb,t) with basis frequency  ωb in Equation 20 and the 

normalized wrapped phase in Equation 21 is       -θ(ωb,t). The spectrum on frequency ω is normalized as  

 

S’(ω,t) = √( X
2
(ω,t) + Y

2
(ω,t))  × e

jθ(ωb,t)
 × e

jω/ωb(-θ(ωb,t))
 

 

            = √( X
2
(ω,t) + Y

2
(ω,t))  × e

jŏ(ω,t) 

             

            = X(ω,t) + jÝ(ω,t)               (22) 

 

and the phase information is normalized as 

        ŏ(ω,t) = θ(ω,t) + ω/ωb(- θ(ωb,t))                  (23) 

 

where ŏ(ω,t) it is referred to the proposed original phase or the original normalized phase. 

 

B. Bhattacharyya-Based GMM Distance Measure 

          The Bhattacharyya kernel between two probability distributions is given in Equation 24 

 

ΛBhatt(pa||pb) = ∫Rn√ pa(x) √ pb(x) dx  (24) 

  

        The Bhattacharyya distance of the two probability distributions is given in Equation 25 

 

ΨBhatt(pa||pb)  = - ln(ΛBhatt(pa||pb))   (25) 

[8]. The GMMs used in this paper are insensitive to the temporal aspects of speech, and do not capture the dependence 

of features extracted from each frame. Phase information of the same person with the same  voice  extracted  from  

different  frames  may  be θ(ω,t) and 2π + θ(ω,t). They express different phase values and the different speaker 

characteristics using phase-based GMMs. So phase value is constrained to    [-π,π]. 

For speaker recognition using phase information[2], the phases extracted from two different windows of a same 

sentence from same people should be as small as possible. Thus, it is necessary to normalize the phase response with 

respect to the frame position. A basic method for eliminating the influence of the phase response with respect to frame 

position is explained as follows. Let s1,s2,s3,…………sLw be the  

ψBhatt
’
(pa||pb) =  ΨBhatt(pa||pb))        

                 =   (mi
(b)

 – mi
(a)

)
T   

[ ]
-1

   

                   + (mi
(b)

 – mi
(a)

)  ) +      

                    -    ln (wi
(a)

wi
(b)

))                          (26) 
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V. RESULTS AND ANALYSIS 

 

A. Experimental Setup 

         

  The evaluation is conducted on four male and four female. We carried out both gender-independent and gender-

dependent speaker verification separately. 

      For feature extraction, an 10-dimensional Mel Frequency cepstral coefficient (MFCC) vector is computed from pre-

emphasized speech every 8 ms using a 16 ms Hamming window. An energy-based speech detector is applied to discard 

silence and noise frames [10].  

       The GMM parameters are initialized, mean from k-means clustering and covariance matrix is initialized with 

identity matrix. The weights of the clusters are given equal probabilities.  

 

 

B. Performance Evaluation 

           

 The test speech was fist processed by the front end analysis to produce the sequence of feature vector {x1,x2…xT}. To 

evaluate different test utterance length, the sequence was divided into overlapping segments of T feature vectors. The 

first two segments from the sequence  is given as  

 

             {x1,x2,x3,…xT,xT+1, xT+2,…..} 

    

                   Segment 1 

 

{x1,x2,x3,…xT,xT+1, xT+2,…..} 

 

                                 Segment 2 

 

A test segment length of 5 seconds corresponds to T = 500 feature vectors at a 16ms frame rate. Each segment of 

where pa and pb denote the probabilistic models GMMa and GMMb, respectively.  

            Since GMMa and GMMb are adapted from the same UBM, what is more concerned is the difference between 

each pair of the Gaussian components rather than the difference of the entire mixture model [12]. Therefore, we use the 

equation  ΨBhatt(pa||pb)). Hence, we introduce the Bhattacharyya based GMM-distance measure between the two 

Gaussian mixture models as in Equation 26. 

 

C.Results 

 

TABLE 1 GMM IDENTIFICATION PERFORMANCE FOR 

DIFFERENT MODEL ORDER AND TEST LENGTH 

 

Classifier Mode

l 

order 

Test Length 

5 sec 10 sec 20 sec 

Maximum 

likelihood 

detector 

 

4 

 

79.8% 

 

85.6% 

 

88.3% 

 

8 

 

87.3% 

 

90.5% 

 

91.4% 

Bhattacharya 

based 

distance 

 

 

4 

 

81.8% 

 

90.1% 

 

92.3% 

 

8 

 

89.2% 

 

91.7% 

 

93.1% 

 

         The table shows the identification performance between maximum likeli-hood classifier and Bhattacharya based 

distance measure. In the above results the identification performance is insensitive to model order if we increase the 
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test length. The GMM with Bhattacharya distance give high identification rate than the Maximum Likelihood detector. 

The above experiment is conducted with the speech signal of length 60 seconds, by increasing the amount of training 

signal the performance is increasing. 

 

VI. CONCLUSION 

   

             This paper provided a performance evaluation of the model parameters used in a text independent speaker 

recognition system. From the above simulation result it is clear that the accuracy of the identification process can be 

influenced by certain factors such as the MFCC technique should be applied for feature extraction. The GMM with 

Bhattacharya distance gives higher performance. In a GMM based text-independent speaker identification system on 

increasing the amount of training data increases the identification rate. Experimental result shows that increasing the 

mixture components of the speaker model improves the performance, limited by amount of training T vectors was 

treated as separate test utterance [11]. The identified speaker of each segment was compared to each actual speaker of 

the test utterance and the number of segments which were correctly identified was tabulated in Table 1. 

% of correct identification =   

 

The evaluation is repeated for different values of T to evaluate performance with respect to test utterances. 

data. Future work depends on combining phase information in the MFCC feature extraction process and evaluating 

performance with GMM–Bhattacharya distance measure. 
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