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ABSTRACT: This paper presents the two novel face detection techniques which are based on the singular vector 

decomposition (SVD) and Eigen value decomposition (EVD). Here, Principal Component Analysis (PCA) and Linear 

Discriminant Analysis (LDA) methods are applied to detect the features of faces which act as the principle component 

for the face recognition problem. The human face is full of information but working with all the information is time 

consuming and less efficient. It is better get unique and important information and discards other useless information in 

order to make system efficient. Principal component analysis is applied to find the aspects of face which are important 

for identification. Eigenvectors and eigen faces are calculated from the initial face image set. New faces are projected 

onto the space expanded by eigen faces and represented by weighted sum of the eigen faces. These weights are used to 

identify the faces. To reduce the time complexity and Euclidean distance in face space, here two techniques Singular 

Value Decomposition and Eigen-value decomposition are utilized. Simulation results have been presented to illustrates 

the effectiveness of the proposed face detection techniques. Here, face detection is performed using Principal 

Component Analysis and Linear Discriminant Analysis methods with Singular Value and Eigen-value decomposition. 

Experiments on face database shows the effectiveness of our proposed algorithm and results compared to PCA using 

Eigen Value Decomposition(EVD) shows that the proposed scheme gives comparatively better results than previous 

methods in terms of reduced time complexity without effecting its accuracy. Based on the results presented it is 

concluded that the Principal Component Analysis using EVD leads to superior results compared to that of other 

reported methods. From the result it is also noticed that the time complexity of the proposed method reduces 

considerable which leads to real time applicability of the proposed method. 

 

KEYWORDS: Face detection, Principal Component Analysis (PCA), Linear Discriminant Analysis (LDA),  Singular 
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I. INTRODUCTION 

The task of face recognition problem has been widely researched in recent years. This problem is studied in different 

field with different point of views. This is because face recognition has several advantages over other biometric 

methods [1][2]. Almost all biometrics require some voluntary action by the user, i.e., the user needs to place his hand 

on a hand-rest for fingerprinting or hand geometry detection and has to stand in a fixed position in front of a camera for 

iris or retina identification. However, face recognition can be done passively without any explicit action or participation 

on the part of the user since face images can be acquired from a distance by a camera. This is particularly beneficial for 

security and surveillance purposes. There are many more applications of face recognition in our daily life such as 

identification of person using Credit cards, Passport check, Criminal investigations etc. Furthermore, the human face is 

not a unique, rigid object. Indeed, there are numerous factors that cause the appearance of the face to vary. The sources 

[3] of variation in the facial appearance can be categorized into two groups: intrinsic factors and extrinsic ones. A) 

Intrinsic factors are due purely to the physical nature of the face and are independent of the observer. These factors can 

be further divided into two classes: intra personal and interpersonal. Intra personal factors are responsible for varying 

the facial appearance of the same person, some examples being age, facial expression and facial paraphernalia (facial 

hair, glasses, cosmetics, etc.). Interpersonal factors, however, are responsible for the differences in the facial 

appearance of different people, some examples being ethnicity and gender. B) Extrinsic factors cause the appearance of 

the face to alter via the interaction of light with the face and the observer. These factors include illumination, pose, 

scale and imaging parameters (e.g., resolution, focus, imaging, noise, etc.). PCA [4] is one the most popular appearance 
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based holistic approach and linear method, in which the whole face region is taken into account as input data into face 

recognition system. Examples of holistic methods are Eigen faces (most widely used method for face recognition),that's 

why PCA is known as Eigen space Projection which is based on linearly Projection the image space to a low dimension 

feature space that is known as Eigen space. It tries to find Eigen vectors of Covariance matrix that corresponds to the 

direction of Principal Components of original data.PCA is an unsupervised technique. In Supervised, teacher provides a 

category label or cost for each pattern in the training set ,means classes of the patterns is already known. In 

Unsupervised, the system forms clusters or natural groupings of the input patterns, means classes of the patterns not 

known a prior. The key procedure in PCA is based on Karhunen Loeve transformation (KLT) [5] [6]. 

 

The face is our primary focus of attention in social intercourse, playing a major role in conveying identity and emotion. 

Although the ability to infer intelligence or character from facial appearance is suspect, the human ability to recognize 

faces is remarkable. We can recognize thousands of faces learned throughout our lifetime and identify familiar faces at 

a glance even after years of separation. This skill is quite robust, despite large changes in the visual stimulus due to 

viewing conditions, expression, aging, and distractions such as glasses, beards or changes in hair style. Face 

recognition from images is a subarea of the general object recognition problem.  Applications in law enforcement for 

mug shot identification, verification for personal identification such as driver's licenses and credit cards, gateways to 

limited access areas, and surveillance of crowd behaviour are all potential applications of a successful face recognition 

system. Face recognition has become an important issue in many applications such as security systems, credit card 

verification and criminal identification [7]-[10]. 

 

II. LITEARAURE SURVEY 

In [7], Martinez et. al presents the appearance-based paradigm for object recognition, the algorithms based on LDA 

(linear discriminant analysis) are better than those based on PCA (principal components analysis). Our overall 

conclusion is that when the training data set is small, PCA can outperform LDA and, also, that PCA is less sensitive to 

different training data sets. 

 

 In [8], Lu et. al describes that the linear discriminant analysis (LDA)-based methods suffer from the disadvantage that 

their optimality criteria are not directly related to the classification ability of the obtained feature representation. 

Authors propose a new algorithm that deals with both of the shortcomings in an efficient and cost effective manner. 

This method is compared, in terms of classification accuracy, to other commonly used FR methods on two face 

databases. Results indicate that the performance of the proposed method is overall superior to those of traditional FR 

approaches, such as the eigenfaces, fisherfaces, and D-LDA methods. 

 

In [9], Lu et. al introduced low-dimensional feature representation with enhanced discriminatory power is of paramount 

importance in face recognition (FR) systems. It is, therefore, not surprising that linear techniques, such as those based 

on principle component analysis (PCA) or linear discriminant analysis (LDA), cannot provide reliable and robust 

solutions to those FR problems with complex face variations. Authors propose a kernel machine-based discriminant 

analysis method, which deals with the nonlinearity of the face patterns' distribution.  

 

In [10], Xiaofei et. al proposed an appearance-based face recognition method called the Laplacianface approach. By 

using locality preserving projections (LPP), the face images are mapped into a face subspace for analysis. Different 

from principal component analysis (PCA) and linear discriminant analysis (LDA) which effectively see only the 

Euclidean structure of face space, LPP finds an embedding that preserves local information, and obtains a face 

subspace that best detects the essential face manifold structure. The unwanted variations resulting from changes in 

lighting, facial expression, and pose may be eliminated or reduced. 

 

III. FACE RECOGNITION TECHNIQUES 

  A. Principal Components Analysis (PCA) 

  

Given an s dimensional vector representation of each face in a training set of images, Principal Component Analysis 

(PCA) tends to find a t dimensional subspace whose basis vectors correspond to the maximum variance direction in the 
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original image space. This new subspace is normally lower dimensional t<<s. If the image elements are considered as 

random variables, the PCA basis vectors are defined as eigenvectors of the scatter matrix. The Eigenface algorithm 

uses PCA for dimensionality reduction to find the vectors which best account for the distribution of face images within 

the entire image space. These vectors define the subspace of face images and the subspace is called face space. All 

faces in the training set are projected onto the face space to find a set of weights that describes the contribution of each 

vector in the face space. To identify a test image, it requires the projection of the test image onto the face space to 

obtain the corresponding set of weights. By comparing the Euclidean distances between the weight of the test image 

with the set of weights of the faces in the training set, the face in the test image can be identified. The key procedure in 

PCA is based on Karhunen Loeve transformation [11]-[13]. 

 

B. Linear Discriminant Analysis (LDA) 

 

In LDA the goal is to find an efficient or interesting way to represent the face vector space. But exploiting the class 

information can be helpful to the identification tasks; Linear Discriminant Analysis (LDA) finds the vectors in the 

underlying space that best discriminate among classes. LDA aims to find an optimal transformation that tries to 

maximise the ratio 

 

 

𝐽𝐿𝐷𝐴(𝑊) = 𝑎𝑟𝑔 𝑚𝑎𝑥 𝑤
| 𝑊𝑇𝑆𝐵  𝑊 |

| 𝑊𝑇𝑆𝑊  𝑊 |
     (1) 

 

where SB is the between-class scatter matrix and SW is the within-class scatter matrix. Thus, by solving a generalised 

eigenvalues problem, the projection vector W can be found as the eigenvectors of SW 
-1

 SB corresponding to the largest 

eigenvalues. When the sample size is smaller than the dimensionality of samples, however, SW becomes singular and 

we cannot compute SW
-1

SB directly. There are two fundamental problems with the linear discriminant analysis (LDA) 

for face recognition. First one is LDA is not stable because of the small training sample size problem. The other is that 

it would collapse the data samples of different classes into one single cluster when the class distributions are 

multimodal 

 

IV. FACE RECOGNITION BASED ON PCA AND LDA 

 

A. Training  

a) Select a training set that includes a number of leaf images. Let a leaf image I(x; y) of N
2
 dimension (N×N) 

represent as a column vector of  N
2×1 dimension. A data set of M images can therefore be mapped to a 

collection of points in this high dimension “leaf space” as I1, I2......., IM. 

b) Compute the mean of the training set and normalized the set by subtracting the mean from each leaf image in 

the training set. 

 

𝐴 =
1

𝑀
  𝑙𝑛
𝑀
𝑛=1                                 (2) 

 

Φ𝑖=𝐼𝑖 −  𝐴                                       (3) 

 

 

 

𝐶 =
1

𝑀
    Φ𝑖
𝑀
𝑛=1 Φ𝑛

𝑇  =  𝑋 𝑋𝑇          (4) 

 
where 

𝑋 = [ Φ1 ,Φ2, ……Φ𝑀]                    (5) 
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c) Eigen Value Decomposition (EVD): Factorize covariance matrix C to compute the Eigen values and 

Eigenvectors of, which has dimension of N
2× N

2
, for typical image size, this size would be a very high value. 

Therefore, we need a computationally feasible method to determine these eigenvectors. If the number of data 

points in the image space is less than of the space M << N
2
 there will be only M-1 meaning full eigenvectors, 

and rest of the eigenvectors will have eigen values zero. 

 

(𝐶 − Λ𝑖𝐼)𝑣𝑖 = 0                 (6) 

 

d) Choose the eigenvectors corresponding to the highest eigen values, by combining these after sorting from 

higher to lower we get feature or projection vector. 

  

𝑣𝑖 = 𝑉                                      (7)  

e) Now we can project the each face in the set into lower dimension and reconstruct it as a eigen faces as shown 

in flow chart Fig. 2. Each of the centered training images Φi is projected onto the eigen space. To project an 

image onto the eigen space, calculate the dot product of the image with sorted eigenvectors. 

 

Φ𝑖 =  𝑉𝑇  Φ𝑖                          (8) 

 

B. Testing  

 

a) Each test image is first mean centered by subtracting the mean image. 

 

 

𝑡𝑖 = 𝑡𝑖 − 𝐴                   (9)         
         

b) Then, projected into the same eigen space defined by V 

 

 

t𝑖 =  𝑉𝑇  𝑡𝑖              (10)   
c) Now, calculate the euclidean distance to measure the distance between the projected feature vector of the test 

image with projected feature vector of each leaf image in the training set. 

𝜖 = ‖ t𝑖 −Φ𝑖  ‖2           (11) 

d) At the last compare the Euclidean distance, and showing the leaf image which has minimum Euclidean 

distance. 

 

V. EXPERIMENTAL RESULTS 

In this section, detail simulation results have been presented using singular vector decomposition (SVD) and Eigen 

value decomposition (EVD). All the images are resized to a resolution of 50 × 50 pixels. All the simulations have been 

done with MATLAB 7.11. 

 

A. Face Recognition using EVD-PCA  

Here, experiment is preformed using Eigen value decomposition- Principal Components Analysis for the face 

recognition problem.  
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                                                                 Fig. 1 Input faces for PCA-EVD    

 

Eight different  Input faces  are used for PCA-EVD as known as training images. The pictures used in the training set 

must have taken under the same lighting conditions, and it must be normalized to have the eyes and mouths aligned 

properly across all images Then their eigen faces are calculated  by MATLAB software. Fig. 1 shows the input faces 

for face recognition algorithm.   

 
Fig. 2 Eigen faces for PCA-EVD 

 

The eigenfaces are calculated by a mathematical process called principal component analysis (PCA) on a large set of 

images having different human faces. Eigenfaces appear as light and dark areas that are arranged in a specific pattern. 

The eigenfaces images look very little like a face. Each eigenface  have eigenvalues shows  how much the images in 

the training set vary from the mean image in that direction. Fig. 2 shows the corresponding eigen faces for EVD-PCA 

algorithm.  

 

 
Fig. 3 Test image for PCA-EVD 

 

input faces

Eigenfaces

Testing face
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Fig. 3 shows the test image. The testing image will be compared to the input images. The image having least Euclidean 

distance will be displayed showing the best match of the testing image. 

 
                                                           Fig. 4 Identified image for PCA-EVD 

 

Fig. 4 shows the identified face using EVD-PCA. 

 

B. Face Recognition using SVD-PCA  

Here, experiment is preformed using singular vector decomposition- Principal Components Analysis for the face 

recognition problem.  

 
                                                                 Fig. 5 Input faces for PCA-SVD 

PCA can be implemented by using EVD or SVD methods, both can be used to find principal components and will give 

the same results in most cases. Same  Input faces  are used for PCA-SVD as known as training images. Fig. 5 shows the 

input faces for face recognition SVD-PCA algorithm. 

 
                                                              Fig. 6 Eigen faces for PCA-SVD 

 

 Same procedure is done on PCA-SVD. Fig. 6 shows the corresponding eigen faces for SVD-PCA algorithm.  

 

input faces

Eigenfaces
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                                                              Fig. 7 Test image for PCA-SVD 

Similarly,  the testing image will be compared to the input images and  the image having least Euclidean distance will 

be displayed showing the best match of the testing image. Fig. 7 shows the test image. 

                                      

 

 

 

 

 

 

 

 

 

 

Fig. 8 Identified image for PCA-SVD 

 

Fig. 8 shows the identified face using SVD-PCA. In case of SVD-PCA algorithm the identified image is more accurate 

or same as that of Test image where as in EVD-PCA algorithm identified image is not accurate as that of test image. 

. 

C. Face Recognition using SVD-LDA  

 

Face recognition using Eigenvalue Decomposition-Linear Discriminant Analysis Algorithm is applied in this example.  

 

 

 
                                                               Fig. 9 Input faces for LDA-EVD,                     

Fig. 9 shows the input faces for face recognition algorithm.  

 

 

Testing face

inputfaces
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                                                               Fig. 10 Fisher faces for LDA-EVD 

Fig. 10 shows the corresponding fisherfaces for SVD-LDA algorithm.  

 

 
                                                             Fig. 11 Test image for LDA-EVD 

Fig. 11 shows the test image.  

 
 

                                                           Fig. 12 Identified image for PCA-EVD 

Fig. 12 shows the identified face using SVD-LDA algorithm. In case of SVD-PCA algorithm the identified image is 

more accurate or same as that of Test image where as in SVD-LDA algorithm identified image is not accurate as that of 

test image. SVD-PCA algorithm gives better result if we compare with SVD-LDA 

 

VI. CONCLUSION 

Principle Component Analysis (PCA) is well known scheme for dimension reduction. It has been used widely in many 

applications involving high-dimensional data, such as face recognition. In this paper we present a new variant on 

Principle Component Analysis (PCA) for face recognition by reducing dimensions of input data using matrix 

representation and after that using Singular Value Decomposition (SVD) to get the projection matrix, to project the 

high dimensional face images into low dimensional face space. Experiments on face database shows the effectiveness 

of our proposed algorithm and results compared to PCA using Eigen Value Decomposition (EVD) shows that the 

proposed scheme gives comparatively better results than previous methods in terms of reduced time complexity 

without effecting its accuracy. 

 

                                                                                   

 

fisherfaces

Testing face
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