
 
 

 

Volume 11, Issue 5, May 2022 

Impact Factor: 8.18 



International Journal of Advanced Research in Electrical, Electronics and Instrumentation Engineering (IJAREEIE)  

        | e-ISSN: 2278 – 8875, p-ISSN: 2320 – 3765| www.ijareeie.com | Impact Factor: 8.18|  

||Volume 11, Issue 5, May 2022||  

|DOI:10.15662/IJAREEIE.2022.1105017 | 

IJAREEIE©2022                                                   |     An ISO 9001:2008 Certified Journal   |                                                    2171 

 

 

Substantial Influence of Machine Learning 

Techniques in Healthcare Industries 
 

Manju Payal
1
, Dr. T. Ananth Kumar

2
, P. Praveen kumar

3
 

Software Developer, Academic Hub Ajmer, India
1
 

Department of Computer Science and Engineering, IFET College of Engineering, Tamilnadu, India
2
 

Department of Computer Science and Engineering, Sri Manakula Vinayagar Engineering College, Pondicherry, India
3
 

 

ABSTRACT: In general, the term "health care" refers to a system that involves the improvement of medical services in 

order to meet the needs of individuals in terms of their physical and mental well-being. The process of backing up and 

restoring patient health records includes participation from a wide variety of parties, including patients, clinicians, 

suppliers, healthcare corporations, and information technology companies. The authors of this paper conducted a 

literature review on research publications pertaining to machine learning algorithms utilised in healthcare applications. 

Most academics who study the ability to predict outcomes in healthcare use algorithms such as Decision Tree, Support 

Vector Machine, and others to conduct their investigations. These techniques have the highest degree of dependability.
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I. INTRODUCTION 

 

Machine learning allows you to create models that quickly assess data and provide outcomes[1], using both historical 

and real-time data. It is possible for medical professionals to improve their diagnostic and treatment decisions for 

individual patients by using machine learning [2]. This would lead to an overall improvement in the quality of 

healthcare services. 

Machine learning is now being used in a number of sectors of the healthcare industry, including the development of 

better medical processes, the administration of patient records and data, and the treatment of chronic diseases[3]. 

Machine learning is also being used in the development of better medical processes, and the administration of patient 

records and data. It is possible that machine learning will assist businesses in the healthcare industry in meeting 

increased demand, reducing costs, and improving operations [4]. 

 

 

 
Fig. 1. Proposed architecture 

 

1.1. Feature Extraction (FE) 

Because irrelevant features have the potential to have a negative impact on the effectiveness of the 

classification performed by the machine learning classifier[5-8], it is essential to extract the features that are optimal. In 
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order to extract important characteristics from the dataset, the linear discriminant analysis (LDA) [9] and the principal 

component analysis (PCA) [10-12] are used. 

 

II. RELATED WORKS 

 

2. 1. Principal component Analysis (PCA) 

The principal component analysis (PCA) method is one of the unsupervised machine learning approaches 

that is utilised in a wide variety of different applications. In addition to that, it is one of the strategies that is 

utilised the vast majority of the time. Examples of applicat ions that could benefit from this include exploratory 

data analysis, dimensionality reduction, information compression, data de-noising, and a great many others [13]. 

The principal component analysis method is currently one of the most widely used approaches to machine 

learning (PCA).The field of healthcare data makes use of it in order to cut down on the number of dimensions that 

must be considered. In the field of healthcare, principal component analysis (PCA) is utilised in a variety of sub -

industries, one of which is patient insurance data, where there are a large number of associated variables and 

numerous data sources. Sources such as pharmacies, hospitals, and other types of facilities [ 14] are examples of 

sources to consider. 

 
 

Fig. 2.  Conventional layers of proposed architecture 

 

The principal component analysis (PCA) is applied to research various methods of pattern recognition, and it 

is also utilised for the purpose of reducing the dimensionality of techniques through the utilisation of measurement 

vectors for distance classification. In addition to extracting features, it is also useful for removing redundancy and for 

extracting features[15]. 

• Determine the covariance matrix  

• From the covariance matrix, calculate the Eigen vector and Eigen values  

• Enter all of the patient data into the matrix  

• Estimate the mean and remove it from the dataset  

• Determine the covariance matrix 

• Produce a new dataset by employing a feature vector in its creation. 

 

2.2. Functional Model of Proposed method 

1. Image fusion, also known as IF, is a technique that combines information from multiple images that is 

complementary to one another as well as information that is quite redundant in order to produce a fused image that is 

more complete and accurate [16]. Image fusion is also referred to by its acronym, "Image fusion." 

2. Registration of medical images: When it comes to image-based medical diagnosis, image registration is one of the 

most crucial methods that can be used. 

[10] Using this tool, the information contained in two or more medical images of the same patient can be combined into 

a single view. Before all of the photos have been correctly superimposed on one another, the physician will not be able 

to make a reliable diagnosis or carry out precise therapeutic control [17]. 

3. In the field of medical imaging, the process of segmenting an image into its constituent parts is referred to as image 

segmentation, and it is utilised in the process. Image segments are typically utilised in the field of medical imaging to 

differentiate between various tissue types, diseases, organs, or other physiologically relevant entities [18]. 
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The process of removing extraneous and unnecessary image data in order to store or transmit data in a more efficient 

manner is referred to as picture compression. In the context of medical image compression, this process is carried out. 

Image compression can be used to reduce the size of an image without having any impact on the image's quality or 

appearance in any way. Image compression can be used. PCA is utilised in this method of image compression, which 

results in very little loss of quality [19]. 

5. Eliminating as much background noise as possible from medical images For this reason, noise reduction is a 

critically important topic in medical image processing, as erroneous or noisy information invariably has an impact on a 

physician's ability to make an accurate medical diagnosis. The messy data can be cleaned up using any one of a variety 

of strategies, and there are a lot of them to choose from. 

Approaches for computing abstractions of picture information and making local decisions about whether or not a 

particular type of image feature exists at each individual image location are collectively referred to as "feature 

detection," and the term "feature detection" is used as a noun. [20] The features that are generated will most frequently 

take the form of individual dots, continuous curves, or linked areas, and they will each represent a subset of the picture 

domain. [21] 

7) The process of classifying medical images involves ranking the training photos according to how closely they 

resemble one another in terms of image classification.. 

 

2.3. Linear discriminant analysis (LDA) 

The LDA algorithm is a variation of Fisher's linear discriminant; it employs a linear combination of features to 

classify data into vector format based on a target factor or class variable. This is accomplished through the use of a 

target factor or class variable. This method is comparable to Analysis of Variance (ANOVA) and regression in that it 

employs linear combinations to describe the effects that predictors have on the outcome of the study[22]. There are two 

different ways to approach LDA. The approaches presuppose that the data follow a Gaussian distribution, which means 

that when the data are plotted, the curve for each attribute will look like a bell, each variable will have the same 

variance, and the data points for each attribute will fluctuate by the same amount around the average [23]. 

To put it another way, in order for the method to work, the data and characteristics in question need to have a 

regular distribution and either a constant variance or a standard variation.An extension of linear discriminant analysis, 

Fisher's linear discriminant is a technique utilised in the fields of statistics and machine learning to differentiate 

between two or more classes. The DA method is illustrated by the algorithm. [24] 

 Complete the matrix by entering all of the observations (patient data). 

 Determine the Prior Probabilities (Pi) of a situation. 

 Determine the values for the parameters of the conditional probability density functions. 

 Fourth, calculate discriminant functions using the formulae provided in the previous step. 

 Estimate misclassification probability using cross validation. 

 Assign the observations to a category that is not known (patients). 

 

2.4. Logistic Regression (LR) 

A Logistic Regression classifier is a tool that can be utilised to determine whether a tumour is cancerous or 

benign[25]. A wide variety of imaging techniques used in medicine are utilised in order to extract distinct aspects of 

tumours. For instance, the size of the tumour, the area of the body that is affected, and so on and so forth. After that, 

these characteristics are inputted into a Logistic Regression classifier, which then determines whether or not the tumour 

is cancerous[26]. 

 

A. Decision Trees: 

One of the most extensively used machine learning algorithms nowadays is the decision tree. It's a problem-

classification method based on supervised learning. It works effectively with categorical and continuous dependent 

variables.[27] We divide the popular into two or more homogeneous sets depending on the most important features in 

our machine learning approach. 

Decision trees are the machine learning algorithm that is utilised the most frequently in the field of healthcare for 

solving classification and regression problems. These are exceptionally complex algorithms that are able to 

accommodate a wide variety of data. [28] In the field of medicine, decision trees can be put to use in situations where 

the available treatment options are unclear, such as when a patient is ill or about to pass away. Although at first glance 

the idea might seem strange, it actually enables medical professionals to select the treatment that has the greatest 

potential [29]. 
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Fig.3. Classification of Decision node 

 

Techniques for classification and forecasting based on decision trees are highly effective and are used 

extensively. Because they can be represented graphically and broken down into a series of straightforward, logical 

decision principles that can be comprehended with relative ease, they are widely utilised in the fields of data science 

and healthcare. "Training the data" refers to the process of determining the best possible set of decision criteria through 

the use of statistical analysis. A tree is traversed and each node, which represents a category, is examined, with the goal 

of breaking (splitting) each category into two or more distinct groups [30]. 

When applied to the field of medicine, the phrase "target variable" can mean a variety of distinct things 

depending on the circumstances surrounding its use. For instance, it may mean determining whether or not a patient 

develops Parkinson's disease, or it may mean determining which combination of symptoms would result in the highest 

payout category for a health insurer [31]. Additionally, it may mean determining whether or not a patient develops 

Alzheimer's disease. There are additional goals that should be pursued, such as identifying individuals who are at a high 

risk for particular medical illnesses before major problems arise and providing preventive healthcare interventions 

before negative consequences occur [32]. These are just two examples of goals that should be pursued. 

Companies in the healthcare and life science industries compete in a highly competitive global market. As a 

result of decreased profit margins, increased regulatory requirements, and heightened patient awareness, medical 

companies are coming under increasing pressure to implement innovative technologies that make patient care simpler 

and less expensive. It is possible that Decision Tree will be of assistance to healthcare and life science organisations by 

improving the way in which physicians make decisions regarding their patients. This will be accomplished by 

displaying all relevant data on an electronic dashboard. In addition, this will help to reduce costs. We also assist with 

the hand-off of patients by providing corporations with access to all records, both within and across the various types of 

healthcare institutions that can be found all over the country. Using behaviour analytics, we can also assist you in 

improving patient outcomes by altering patients' lifestyles and the decisions they make regarding their health[33]. 

 

B. Nave Bayes Classifier (NBC)  

In machine learning, the Nave Bayes Classifier (NBC) is a common algorithm that has been used in a variety of 

domains, including text categorization, medical diagnosis, and system performance management, to name a few 

examples. The nave Bayesian classifier, also known as the nave bayes classifier, is one of the most successful and 

efficient classification methods available (NB). A straightforward probabilistic classifier, it relies on Bayes' theorem 

and strong (nave) independence assumptions[34] to achieve its classification accuracy. 

The purpose of NBNs is to improve illness therapy as well as early disease diagnosis in order to facilitate treatment that 

is both quicker and more effective. As a consequence of this, the goals of any given NBN are to: Produce a disease 

forecast that is both quicker and more accurate; Support medical professionals in making sound decisions. 

The Naive Bayes (NB) algorithm, which is considered to be one of the most effective and efficient classification 

algorithms, has been successfully applied to a wide variety of medical situations. The information that is provided by 

the classifier can be utilised by medical professionals in order to diagnose patients. Naive Bayes is a statistical method 
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that can be utilised by medical professionals in order to ascertain whether or not a patient is at an increased risk for a 

variety of illnesses, including cancer, cardiovascular disease, and other conditions [35][40-42]. 

Support Vector Machine (SVM): The Support Vector Machine (SVM) algorithm is a common supervised learning 

technique that may help with difficulties with classification and regression. Support Vector Machines, also known as 

SVMs, are a well-known approach to machine learning that can be utilised for categorization in addition to other tasks. 

A discriminative classifier, SVM's formal definition includes an ideal hyperplane as one of its components. The optimal 

hyperplane produces support vectors, which are used to categorise new examples and datasets in accordance with the 

optimal hyperplane [36]. This hyperplane is a line in the two-dimensional (2D) space that divides into two segments, 

with each segment lying on each side[37].Diseases of the cardiovascular system, more commonly referred to as heart 

conditions, are the leading cause of death in every region of the world with the exception of Africa.According to the 

World Health Organization, these conditions are a collection of heart and blood vessel disorders that include coronary 

heart disease, cerebrovascular disease, rheumatic heart disease, and other conditions[38][39].  

 

III. CONCLUSION 

 

The field of healthcare is indeed not excluded from the widespread application of machine learning, which has 

resulted in significant advancements not only in the healthcare industry but also in practically every other industry as 

well. These advancements have been brought about as a result of the widespread application of machine learning. A 

previously unimaginable amount of data exists in the field of healthcare that is neither labelled nor consistent; this data 

can be processed through machine learning in order to obtain valuable insights. The field of medicine is home to one of 

the most important applications for machine learning. According to the researchers, the technology has the potential to 

be used for a wide variety of applications, including virtual treatment and surgery. 
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