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ABSTRACT: System on chip is integration of multimillion transistors in single chip for reducing the cost of design. 

With the new level of integration the System on Chip design is methodology where intellectual property blocks 

combined on single chip and allow huge chips to be design at acceptable cost and quality. Hence a standard interface 

bus protocol is required to increase the productivity with design time reduction. Wishbone is flexible System on Chip 

bus architecture, connecting IP cores together and alleviating System on Chip integration problems. Wishbone can 

communicate over variety of devices. 

 

Motivated by this, this paper presents different feature of wishbone bus interface. TheSoC design with DMA master 

cores and memory slave cores using wishbone point to point interconnection and shared bus interconnection scheme 

has been designed in Xilinx 12.3. This paper investigates and compare wishbone interconnection point to point and 

shared scheme. 
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I. INTRODUCTION 

 

The system on chip design by wishbone interface brought a revolution in modern electronics industry by alleviating 

various integrations issues. This flexible design is methodology for use with semiconductor IP cores and to reduce SoC 

design time. With the use of standard wishbone interconnection schemes, the cores are integrated more quickly and 

easily and with an improvement in design efficiency. Hence it leads to reduction in SoC design time. 

 

The wishbone is system on chip bus used to create a flexible interface that is cornerstone for both FPGA and ASIC. 

This supports both VHDL and VERILOG hardware description language. 

 

Motivated by this, two types of system have been designed using wishbone point to point and shared bus 

interconnection scheme in Xilinx Spartan6. Finally the comparison of wishbone interconnection: point to point and 

shared bus interconnection is done. 

 

The rest of this paper is compiled as follows: Proposed system architecture by using wishbone point to point and shared 

bus interconnection is presented in section II. The system design result of point to point and shared bus interconnection 

is presented in section III. Comparison of two proposed system architecture is presented in section IV. And conclusion 

is drawn in section. 

 

II. PROPOSED SYSTEM ARCHITECTURE 

 

A. POINT TO POINT INTERCONNECTION 

 

The system design using point to point interconnection includes SYSCON, DMA and Memory cores. These cores are 

available in the Wishbone public domain library for VHDL [15]. The fig.1 shows the system design architecture using 

point to point wishbone interconnection. 
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Fig.1Proposed point to point interconnection system architecture 

 

The DMA is 32 bit unit as master interface of WISHBONE. It support two data transfer methods that is single 

read/write cycles and block read/write cycles. The cycle type is selected by DMODE signal. For single read/write cycle 

DMODE input is negated and for block read/write cycle DMODE input is asserted. 

 

The memory is 8x32 bit size memory module as slave interface of wishbone. It supports single read/write, block 

read/write and RMW cycles [15]. To create ram element Xilinx core generator tool is used. 

 

The SYSCON generate clock and reset signals compatible for wishbone point to point system. 

 

B. SHARED BUS INTERCONNECTION 

 

The system design using shared bus interconnection includes SYSCON, four DMA, four Memory cores and these are 

connected to each other by wishbone interface. The fig. 2 shows the system design architecture using shared bus 

wishbone interconnection. 

 

The DMA, SYSCON and memory are describes earlier. To grant the access to master the arbiter core is used. It is four 

level round robin arbiter. 
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Fig.2 Proposed shared bus interconnection system architecture. 

 

III. SYSTEM DESIGN IN XILINX-RESULT 

 

The two type of system design by two architectures that is point to point and shared bus done in XILINX Spartan6. The 

fig. 3 shows the point to point system design in Xilinx Spartan6. The table 1 shows point to point system design result. 

The fig. 4 shows the shared bus system design in Xilinx Spartan6. The table 2 shows shared bus design result. 

 

 
 

 

Fig. 3 Point to point system design 

 

 

 

 

DMA Master 0 DMA Master 1 DMA Master 2 DMA Master 3 

Memory slave 0 Memory slave 1 Memory slave 2 Memory slave 3 

WISHBONE BUS & ARB 
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Table 1 

Point to point system design result 

 

 

DEVICE TYPE xc6slx4-3tqg144 (spartan6) 

No. of slices registers used 352 

No. used as flip flop 352 

No. of slice LUTs 363 

No used as logic 362 

 

 

 

 
 

 

Fig.4 System design using shared bus interconnection 
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The table 2 

Shared bus system design result 

 

DEVICE TYPE xc6slx4-3tqg144 (spartan6) 

No. of slices registers used 1310 

No. used as flip flop 1310 

No. of slice LUTs 965 

No used as logic 898 

 

IV.COMPARISON OF WISHBONE INTERCONNECTION 

 

The table.3showthe wishbone interconnection comparison of point to point and shared bus on the design basis. 

 

Table. 3 

Comparison of wishbone interconnection 

 

S.NO POINT TO POINT INTERCONNECTION SHARED BUS INTERCONNECTION 

1. In point to point interconnection involves direct 

connection of two participants that transfer data 

with each other. 

In shared bus interconnection many masters and slaves 

shared the bus with each other. 

2. In this a single master has direct connection to 

single slave. 

In this many masters has connection to many slaves 

however only one master at a time can use the bus and 

other masters has to weight foe their turn. 

3. It consist of SYSCON core, one DMA as master 

and one Memory as slave 

It consists of SYSCON cores, more than one DMA as 

master and more than one Memory as slave. 

4. The interconnection design is direct connection 

of master core and slave core and simple to 

design. 

The system design is much more complex and imposes 

design complexities to system integrator during SoC 

integration. 

5.  No arbiter is needed An arbiter is needed   

 

V. CONCLUSION 

 

A 32 bit system is designed by point to point and shared bus interconnection. The minimum size required for 

implementing point to point interconnection system is116  and shared bus interconnection system is 465 slices. The 

total logic elements required for implementing point to point interconnection system is 362 and for shared bus 

interconnection system the total logic elements required 898. The two wishbone interface systems are design by two 

interconnection architectures point to point and shared bus. Hence a portable, low cost SoC can be design successfully. 
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